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Abstract—In sensor environments and moving robot applica-
tions, the position of an object is often known imprecisely because
of measurement error and/or movement of the object. In this
paper, we present query processing methods for spatial databases
in which the position of the query object is imprecisely specified
by a probability density function based on a Gaussian distribution.
We define the notion of a probabilistic range query by extending
the traditional notion of a spatial range query and present three
strategies for query processing. Since the qualification probability
evaluation of target objects requires numerical integration by
a method such as the Monte Carlo method, reduction of the
number of candidate objects that should be evaluated has a large
impact on query performance. We compare three strategies and
their combinations in terms of the experiments and evaluate their
effectiveness.

I. INTRODUCTION

In recent years, much research on the representation and
processing of imprecise and uncertain data has been under-
taken. For example, information obtained from sensors is often
imprecise, meaning that it is often uncertain as to whether
the obtained data can be treated as being accurate. Moreover,
in the context of heterogeneous information integration, the
quality of information contained in the underlying information
sources is not necessarily sufficient and may contain vague-
ness. In response to such problems, several proposed solutions
such as data models for representing uncertain data directly
and query processing techniques for handling imprecise data
have appeared in the literature [10], [16].

In this paper, we propose query processing methods for
spatial range queries based on imprecise location information.
Specifically, we consider a situation in which the location of
a query object is known imprecisely. There has been much
interest in query processing techniques based on imprecise
location information in recent years (e.g., [5], [9], [20]). Let
us consider a database system for use with a mobile sensor
environment. A GPS system is often used to detect the location
of an object, but it is not always possible to receive a GPS
signal in every situation. Moreover, power consumption of
GPS is an important factor to consider when the system is
powered by a battery. In such a case, it may not be possible
to update the location information frequently; consequently,
the accuracy with which the location of a moving object is
known becomes lower.
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In the context of moving object databases, problems due to
imprecise location information may occur. For example, when
we monitor the movement status of a number of moving ob-
jects, frequent updates of locations generate a high processing
load. If we use a low update frequency to obtain a satisfactory
efficiency, it is not easy to accurately know the position of
each object. As another example, consider the problem of
location anonymity. There are several approaches to making
a user’s location anonymous for privacy reasons [15]. Even
if the system knows the exact location of a user, it may only
indicate that the user is within a certain region so as to conceal
the exact location of the user.

Furthermore, there is a related problem in robotics research;
localization is an important issue in mobile robotics [22]. By
using sensor data and movement history information obtained
during the movement of a robot, we can estimate the location
of the robot. However, it is not easy to estimate the position
accurately. When we perform localization using a probabilistic
approach, the location of a moving object is typically repre-
sented using a Gaussian distribution [22].

In light of the above circumstances, we consider here the
situation where the locations of objects are imprecisely known.
In particular, we consider the case where the location of a
query object is imprecisely known and is represented by a
Gaussian distribution, while the target objects to be searched
for have exact locations. We extend the traditional notion
of spatial range queries, and then define probabilistic range
queries. We introduce our idea using an example of a moving
robot.

Example 1: Figure 1 illustrates the situation in which a
moving robot performs localization on the basis of on its
movement history. Each of the shown ellipses is an equi-
probability contour of the Gaussian distribution obtained by
the estimation performed at the movement point. For example,
suppose that the location of the robot at time t = T can
be represented by a Gaussian distribution with the center
q = (4sz,qy). The highest probability is that the robot is
located at (qz,qy) at time t = 7, but it is also possible that
the robot is located elsewhere. Consider the situation in which
an object wants to find other nearby objects within a ten-
meters range of itself. This is a location-based range query
if the location of the object is exactly known. However, we
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need to extend the notion of the range query to also allow
consideration of imprecisely known locations.

Fig. 1.

Localization of a moving robot

In this paper, we propose new query processing approaches
to imprecise location-based spatial queries for the situation
in which the location of the query object is represented by
a d-dimensional Gaussian distribution. We assume that the
target objects are d-dimensional points with precisely known
locations. The query considered here is an extended version
of a conventional location-based range query based on the
Euclidean distance. In past decades, research into distance-
based range queries such as “retrieve all the objects within
distance § from ¢” was very active. Nowadays, we find that it
has been conceptually extended to imprecise range queries [5],
[6], [8], [9], [13], [20], [21]. However, most of the existing
approaches assume simple uniform probability distributions,
or consider arbitrary probability density functions. The latter
is good in terms of generality, but the specific features of
the target density function are not utilized. To the authors’
knowledge, there has been no research performed on query
processing methods when the location of a query object
is represented by a Gaussian distribution. Since Gaussian
distributions are widely used in statistics, pattern recognition
[11], and localization in robotics [22], it is important to have
an effective query processing method to use. Moreover, in the
context of spatio-temporal databases, imprecision of location
information of a moving object is also an important issue [27].

The application of our strategies is not limited to 2D or 3D
spatial queries. As another example, consider example-based
multimedia retrieval. When given some example images, an
image retrieval system can make an approximate guess of the
user’s interests, assuming that the interests can be represented
by a Gaussian distribution. After the estimation of the user-
specific Gaussian distribution, we can retrieve target images.

An important problem in this context is that, as described
below, we need to estimate the qualification probability of
a target object using numerical integration. Since Gaussian
distributions cannot be integrated analytically, we need to
perform numerical integration using a method such as the
Monte Carlo method, but this significantly increases the cost.
Thus, we propose an approach to reducing the number of
candidate objects which require numerical integration as much
as possible using sophisticated filtering processes.

In the following discussions, we consider multidimensional

cases (d > 2) because the one-dimensional case is trivial and
can be implemented using a simple algorithm.

The organization of the paper hereafter is as follows.
Section II describes the related work. Section III introduces
the notion of probabilistic range queries. Section IV describes
three query processing strategies that use spatial indexes such
as R-trees [14]. Sections V and VI show the experimental
results and then the conclusion of the paper is given in
Section VII.

II. RELATED WORK

For objects with uncertain locations, consideration of query
processing techniques is a currently very active area in
database research. In particular, Cheng and coworkers have
performed intensive studies on this issue. In one study, [7]
classified the concept of uncertainty of data and introduced
the notions of queries on imprecise data such as sensor data.
Among their definitions, a type of query called probabilistic
threshold queries is related to our notion of probabilistic range
queries described below. In their approach, the location of
target objects are imprecisely known, but our research focuses
on the situation in which the location of a query object is
imprecisely known. In another study, [6] considered processing
of probabilistic queries on one-dimensional uncertain data.
They classified queries into several types and then presented
algorithms that can be used to solve them. [9] also proposed
query processing techniques to be used with moving objects
with imprecisely known locations. The targets of these tech-
niques are range queries and nearest neighbor queries and
several query processing strategies corresponding to different
movement patterns were presented in their paper. In addition,
[8] discussed methods that can be used with one-dimensional
probabilistic range queries from a theoretical perspective.
They assumed several probabilistic density functions including
Gaussian functions and considered averages and distribution of
data. Moreover, [5] proposed a range query processing method
to be used in a case where the locations of both a query object
and target objects are imprecisely known. They assumed that
each object exists within a rectangular region.

Tao et al. have shown a probabilistic range query method
for the case in which all objects in a database have imprecisely
known locations; a probability density function is associated
with each object to represent the existence range of the
object in the target space in which the location of the object
is represented [20], [21]. A query region is specified by a
rectangle. When the probability that an object exists within the
specified rectangle is greater than a given threshold, the object
is added to the query result. They proposed an index structure
U-tree for evaluating such queries efficiently. Although their
probabilistic range queries are similar to those used in our
approach, they considered the opposite situation to ours: the
locations of the target objects are uncertain. In addition, they
considered arbitrary density functions and did not describe
efficient query processing that uses the features of a specific
probability distribution.
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Bohm et al. proposed an efficient index structure called
Gauss-Tree for indexing features that obey Gaussian distri-
butions [4]. They assumed that the objects to be indexed are
Gaussian distributions with different centers and covariance
matrices.

The differences between such previous work and our pro-
posal can be summarized as follows:

o The location of a query object is imprecisely known and

it is represented by a Gaussian distribution.

o The target objects have exact locations.

We present an efficient query processing method with consid-
eration of the properties of the Gaussian distribution. Our focus
is generalization of the conventional distance-based range
search, while most of the previous approaches to range queries
for imprecise location data [5], [6], [8], [9], [13], [20], [21]
have considered rectangle-based range queries.

In the context of moving object databases, approaches to
representing the locations of imprecise objects with a Gaussian
distribution can be found in [17]. Uncertain location informa-
tion is also considered in [24], [26], [27].

III. PROBABILISTIC RANGE QUERIES
A. Definitions

We first define the location of a query object in a proba-
bilistic manner.

Definition 1: (Location of Query Object)
Assume that x, the location of a query object q, is represented
by a d-dimensional Gaussian distribution [11]

1 1
pq(T) = CoEbRE exp _§(m -q)'s =z -q),
(1
where q is the average of the distribution, ¥ is a d X d
covariance matrix, and |X| represents its determinant.
We extend the traditional notion of spatial range queries and
define probabilistic range queries.
Definition 2: (Probabilistic Range Query)
Given the probability density function py(x), the distance
threshold § (6 > 0), and the probability threshold 0 (0 <
6 < 1), a probabilistic range query PRQ(q,9,0) returns all
the objects such that the probabilities, that their distances from
the query object q are less than or equal to d, are greater than
or equal to 0. It is formally defined as follows:

PRQ(q,6,0) ={o| o€ O,Pr(|x —o|* < 6*) >0}, (2)

where O is the set of the target objects, || - || is the length
of a vector, and ||x — o||? represents the squared Euclidean
distance between x, the location of the query object q, and o,
the location of the object o.

The probability threshold should satisfy 0 < 6 < 1. Since a
Gaussian distribution has infinite spread, all the target objects
satisfy the query when 6 = 0. On the other hand, no object
can satisfy the condition when 6 = 1.

Note that the location of the query object is probabilistically
defined, but the target objects are static points. Therefore, we
can use conventional spatial indexes [14] such as R-trees for
efficient query processing.

B. Outline of Query Processing

Next, we show an outline of a query process for a proba-
bilistic range query. It is based on a simple idea: we exchange
the roles of the query object and the target object. Instead
of considering the probability that the object o is within the
distance range ¢ from the query object g, we evaluate the
probability that q is within the distance range § from o for
each target object o. If the probability is greater than or equal
to 0, o is added to the result set. In other words, we investigate
whether

/ po(@)dz > 0 3)
TER

holds, where R is a sphere with center o and radius .
However, it is very costly to derive the probability since
integration of the Gaussian density function (Eq. (1)) requires
numerical integration using a method such as the Monte Carlo
method.

The generic query processing strategy consists of the fol-
lowing three phases:

1) Index-Based Search: Find all the candidate objects that
may satisfy the given query using a spatial index. We use
the R-tree index family [14] since it is the most widely
used one. For the retrieval, we need to determine the
rectilinear query region.

2) Filtering: Some of the candidate objects are pruned in
accordance with the analytical result of the query. In ad-
dition, under some conditions, we can safely decide that
some objects will satisfy the query without performing
probability computation. Such objects are added to the
result set without performing numerical integration.

3) Probability Computation: For each remaining candi-
date object, the probability is computed using Eq. (3).
If the result is greater than or equal to 6, the object is
added to the result set.

In traditional spatial queries, the cost of retrieval process
is the main concern. However, in our case, the cost of the
probability computation phase is dominant. As will be shown
later in the experimental results, phase three occupies most
of the processing time. This means that we should reduce the
number of candidate objects in the filtering phase so as to
minimize the probability computation cost. In the following,
we propose three query processing strategies for implementing
the above generic query processing strategy.

IV. QUERY PROCESSING STRATEGIES
A. Rectilinear-Region-Based Approach (RR)

For pruning candidate objects, the notion of an uncertainty
region, the region in which an object with an uncertain
location exists, is often used. Since the object cannot exist
outside its uncertainty region, we can reduce the scope of the
search. Moreover, Tao et al. [20], [21] use a probabilistically
constrained rectangle (PCR) by extending this notion; it is
a rectangle for which the probability that the object is in it
is greater than the specified threshold value. We extend this
approach for our problem.
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1) Definition and Derivation of 0-Region: First we define
the notion of a 6-region, which is a d-dimensional ellipsoidal
region. It should satisfy the condition that the probability that
the query object q exists in the region is 1—26 (0 < § < 1/2).!

Definition 3: (6-Region)

Consider integration of the probability density function py(x)
over an ellipsoidal region (x — q)'X " (x — q) < r%. Given
0 (0 < 8 < 1/2), let the value of r for which the result of the
integration becomes 1 — 20 be ry:

/ ) pe(x)de =1 —26. ()]
(X—q)t X (T-q)<r3

We call the ellipsoidal region
(x—q)'S (@ —q) <7} ©)

defined by ry the 6-region.

In other work (e.g., [20], [21]), a similar idea has been
used for objects with uncertain locations stored in a database;
for such static objects, we can compute the 6-region for
each object in advance. In contrast, our problem requires
derivation of the f-region dynamically for a given query
since it considers an imprecise query object location. The
straightforward approach to computing the #-region for a given
query is to perform a binary search to find an appropriate
ro-value that satisfies Eq. (4); however, this is costly to be
performed at run-time.

Next, we show a method for determining the #-region (and
rg) for a given query. The approach we take is to transform
the problem to an integration for a d-dimensional spherical
region. To prepare for a description of this approach, let us
introduce the notion of a normalized Gaussian distribution.

Definition 4: (Normalized Gaussian distribution)

The normalized Gaussian distribution is defined as

1 1
pnorm(m) - Wexp |:_2||m||2:| (6)

by assigning values q = 0 and ¥ =1 in Eq. (1), where 1 is
the d-dimensional unit matrix.

On the basis of this probability density function, 7'y is defined
as follows.

Definition 5: Consider integration of pnorm(x) over the
region ||x||?> < r2, which is a sphere with the origin as its
center and the radius r. For the given 6 (0 < 6 < 1/2), let
79 be the the radius with which the integration result becomes
1—26:

/ Prorm (T)dx =1 — 26. @)
|2 <73

The following property is satisfied.

Property 1: For a given 0, rg = 79 holds.

Proof. Although this is based on a well-known fact, we will

show a proof for the following discussion. Let the spectral
decomposition of the covariance matrix 3~ be

d
=3 Al ®)
=1

'The reason why we use 1 — 26 instead of 1 — 6 is explained later.

where )\; and v; are the i-th eigenvalue and its corresponding
eigenvector. Let us define

A=
2=

min{\;} 9
max{\;} (10)
for the following discussion. Note that all the eigenvalues of a

covariance matrix are greater than zero. Then we define d x d
matrices A and E as follows:

A = diag(v/Ar, V2. VM)

E = ['Ul'Uz ""Ud],

an
12)

where diag(...) denotes a diagonal matrix. Using the above,
we define a vector x as

x = AE'y. (13)

Then we can rewrite Eq. (7) as follows:
1 L i1
— = ——y'X dy=1-26.
/ytz—lygg em7si? { 2 y] Y
(14)
If we replace y = « — q, we get

py(x)de =1 —26. (15)

/(w—q>t21<w—q)<%§

By comparing this formula with Eq. (4), we can notice that
rg = Tg. |
2) Deriving Search Region: Unfortunately, we cannot di-
rectly use a -region to retrieve target objects. We assume the
use of an R-tree, but the ellipsoidal shape of a f-region is not
suited to its use. Thus, we derive the bounding box for the
given f-region. As shown in Fig. 2, let the width of the box
from the query center g along the i-th dimension axis be w;.

x/
W, X,

Fig. 2. Using bounding box

The width w; satisfies the following property.
Property 2: The value of w; (i =1,2,...,d) is given as

(16)

w; = 05Ty,

where o; corresponds to the standard deviation for the i-th
dimension.
g; =

()i,

where (X);; represents the (i,i) entry of 2.

Proof. We extend the idea of Ankerst et al. [1] for this
problem. Given an ellipsoidal distance d2y; (p,q) = (p —
q)'A(p — q), they showed that a box-shape distance function

a7
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that tightly bounds d2;; (p,q) is given by dypp(p,q) =

d (pi—q:)®
maxi—_, {(A*mi

of A=1. [1] also proved that dipp(p,q) < ¢ & Vi :

}, where (A~1);; denotes the (i,i) entry

g — Ve(A™ )y < pi < ¢ +/e(A~1);; holds. If we make
substitutions A = X! and € = 7’3, we get

Vi:gq —oire < xy < g 4 047, (18)
This means that w; = o;ryp. [ |

Consider Fig. 3, where a and b are target objects. The
shaded ellipse represents the f-region and its bounding rect-
angle is the bounding box derived above. Note that object a
does not satisfy the condition of PRQ(q, d, ). The reason is
as follows. First, the probability that the query object is located
outside of the bounding box is 1 — (1 — 26) = 20 since the
probability that the query object is located inside of the 6-
region is 1 — 26. Second, since the Gaussian distribution has
point symmetry, if we draw a point symmetry object a’ for
a in terms of g, the integration result for the circular region
centered at a’ with radius § has the same probability as that
for a. This means that the integration result (the probability)
for a (and a') is less than 6.

Fig. 3.

MBB and target objects

On the other hand, object b, for which the enclosing circle
touches the MBB, has a possibility that the integration result
is greater than or equal to 6. Of course, it is clear that, if
we look at the figure, the probability for object b in Fig. 3 is
smaller than 6, but it is not easy to judge that with a simple
condition. On the basis of the above consideration, the objects
inside the rounded solid-line box shown in Fig. 4 will become
candidates that may satisfy the query condition. The region
corresponds to the notion of Minkowski Sum, often used in
similarity-based retrieval [2].

Fig. 4. Minkowski-sum

3) Query Processing: In Subsection III-B, the generic
query processing strategy was shown. The correspondence
between the approach shown here and the generic one is as fol-
lows. In Phase 1 (Index-Based Search), the R-tree is searched

using the bounding box that tightly bounds the Minkowski-
sum region in Fig. 4. In Phase 2 (Filtering), the objects in
the fringe part (the black regions in Fig. 4) are deleted from
the candidate set. Unfortunately, computation of fringe part
is not easy for d > 3. Thus, we apply this filtering method
only for d = 2. Finally, in Phase 3 (Probability Computation),
the probabilities are computed for all the remaining objects
inside the Minkowski-region using numerical integration. If
the probability is greater than or equal to €, the object satisfies
the query.

We have one issue to consider in regard to query process-
ing: how to obtain 7y from the given . Referring back to
Property 1, to obtain -region (Eq. (5)) for the given 6, we
can use the normalized formula Eq. (7). Since the function
Pnorm () of Eq. (6) cannot be integrated analytically, it is not
possible to compute ry directly from 6. To solve this problem,
we construct a table that contains 6 and its corresponding g
for each representative value of r. When a query is given, we
can search this table to find ry for the given 6 to derive the -
region. A similar table-based approach was used in other work.
For example, [20], [21] called such a table a U-catalog. We
should note that the corresponding entry for the given 0-value
(e.g., # = 0.06) may not exist in the table. For this case, we
find the entry 7; which is the maximal entry in the table that
satisfies 0* < 0 and use the corresponding value ;. Although
this approach may increase the number of target objects for
numerical integration, the correctness of the result is retained.

On the basis of the above consideration, the query process-
ing algorithm can be given as Algorithm 1.

Algorithm 1 Rectilinear-Region-Based Approach
1: procedure PRQ-RR(q, X, 4, 0)
2 /* Preparation */
3 Calculate o; (i =1,...,d) and AT from
4 From the U-catalog, obtain rj that corresponds to 6%,
which is the maximal value satisfying 60* < 6
/* Phase 1: Index-Based Search */
Using {o;}¢_,,75,0, derive the search region shown
in Fig. 4
7 Perform R-tree-based search to get candidate objects
8: /* Phase 2: Filtering (only for d = 2) */
9: Delete o € C if it is in the fringe regions of Fig. 4
10: /* Phase 3: Probability Computation */
11 For each o € C, compute fmequ(w)d:c. If the result
is greater than or equal to 6, o is output.
12: end procedure

AN

B. Oblique-region-based approach (OR)

The second approach to query processing is an oblique-
region-based one, as shown in Fig. 5. The oblique box is
parallel to the axes of the #-region ellipsoid, and the distance
between the bounding box and the ellipsoid is greater than
or equal to 4. On the basis of the same consideration as in
the rectilinear-region-based approach, the objects inside of the
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rectangle become the candidates of the query. In Fig. 5, a is

not a candidate but b, ¢, and d are candidates.

b 8
PRI

Fig. 5.

Fig. 6. Axis transformation

However, it is not easy to directly apply filtering using
the oblique region. To make the problem easier to solve, we
perform an axis transformation. As shown in Fig. 6, we can
transform the oblique rectangle into a parallel-axis rectangle.
The filtering process can be easily implemented with this
transformation. The idea is formalized as follows:

Property 3: Now we refer back to the matrix E =
[v1va -+ vgq] in Eq. (12) that consists of the eigenvectors of
>~ For the given d-dimensional point x, we consider the

vector y that satisfies
x = Ey. (19)

The point y corresponds to the transformed point.

Proof. Suppose that x is located on the ellipsoid (x —
Q)" (x — q) = 2. We subtract ¢ from x beforehand
(x «— x — q) and let g = 0. We have the following result.

d d
= ! E /\iviv§ ng )\iwtvivﬁw
i=1 i=1

d d
=1 i=1

Xz

This means that x is translated to the point y on the ellipsoid
Zle \iy? =12 |

The filtering region for this strategy is illustrated as Fig. 7.
For the i-th dimension, the box is described by the range
r r

———0<y; < 1)
o CEEA T

~ e
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Fig. 7. Filtering region for OR

How can we use the above property? We can compute a
bounding box for the oblique rectangle (shown in Fig. 5)
for index-based retrieval, but the size of the bounding box is
generally large. Therefore, it is possible to use the property
as an additional filtering step (Phase 2). For example, we
can enhance Algorithm 1 by adding the oblique-region-based
filtering to Phase 2. The filtering process used is quite simple:
given a candidate object o with the corresponding vector x,
we derive the transformed vector y using Eq. (19). If y is not
inside of the box expressed by Eq. (20), we can delete it from
the candidate set.

C. Bounding-Function-Based Approach (BF)

The third strategy takes a different approach: it uses upper-
and lower-bounding functions for the probability density func-
tion.

1) Basic Idea: First, consider a special case ¢ = 0 and
3 = I. Namely, we are considering the probability density
function pporm () shown in Eq. (6). The idea is illustrated in
Fig. 8. An equi-distance surface of pnorm(x) and two target
objects a and b are shown. Suppose that there is a sphere R
with the radius § which has a circumference the distance «
from the origin. The shaded region in Fig. 8 corresponds to
R. Then, suppose that « satisfies the condition

/ Pnorm ()dx = 6.
TER

This means that the integration result of pporm () for region
R is equal to 6.

€2y

Fig. 8. Basic idea of BF

If we are given an appropriate « for the given query, the
query can be directly processed: we retrieve all the objects



within the sphere with radius «. In Fig. 8, only object a sat-
isfies the condition and we can determine that the probability
is greater than 6 without numerical integration.

Since it is not possible to obtain « analytically from the
given ¢ and 6§, we need to apply the U-catalog approach.
In the preparation step, we perform numerical integration for
different combinations of ¢ and 6, and then create a table
containing entries with the form (4, 6, «).

2) General Case:

a) Upper- and Lower-bounding Functions: For the gen-
eral case, we cannot use the simple strategy shown above since
the probability distribution is not isotropic. Thus, we define the
upper- and lower-bounding functions.

Definition 6: (Bounding Functions)

We define the two matrices M7 and M+ as follows:

d

MT = AT) wol=)\"1 (22)
=1
d

MY = A vl =L (23)
i=1

Then, we define the following functions obtained by substitut-
ing X Vin Eq. (1) with M" and M-*:

T AT 2
n(@) = exp |~y lle —al?| @b

1
(27‘r)d/2|2|1/2

1 At
@) = G|y le-al?]. 29
The equi-probable surfaces of p;(a:) and pé‘(:n) have spher-
ical shapes.
Note that p, («) and p; () are not probability density func-
tions since their integration results for the whole space are not
equal to one.

The functions p, () and p; (x) have the following lower-
and upper-bounding properties:

Property 4: For any point x, p;‘(w) < po(x) < p;(w)
holds. This means that they are the lower- and upper-bounding
Sunctions of py(x).

In fact, p, () and p;(x) are the optimal functions with
spherical shapes that have the bounding properties.

Figure 9 illustrates p, (¢) and p;-(x). The outside and
inside spheres correspond to p, (x) and p;-(x), respectively.
This figure shows the isosurface of equal probability for each
function.

b) Query Processing: We next consider the query pro-
cessing method using the above properties. As shown in
Fig. 10, let R" be a spherical region with radius ¢ and its
center relative to q is a7, but assume that RT satisfies the
following constraint for the given 6:

/ p;(a:)dw =40
TERT

The value of " can be determined by the following property.

(26)
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Fig. 9. p;r (&) and pqL(:n)

Property 5: Let ST be a spherical region with radius VT8
and its center relative to the origin is 31, and assume that
ST satisfies the following equation:

/ g7 pnorm(w)dm = (AT)d/2|2|1/29. 27
xre

We can determine 3 on the basis of this constraint. If we get

BT, we can derive o7 as

r_ A"

o =

(28)

This property can be proved by transforming Eq. (26). The
proof is shown in the appendix.

s

L

’V

Fig. 10. R and o™

Remember the basic case py() = pnorm(x) given in the
previous subsection. Given a probability threshold 6 and a
search distance §, if we have a table that returns o which
satisfies the constraint of Eq. (21), we can perform the query
using a range query with the radius «. Similarly, the properties
shown here indicate that we can obtain the " value using a
table. When we process a query, we search the table to find an
appropriate « for the given § and 6. We denote this function
as o = ucatalog_lookup(d, §).

To derive ' in Eq. (28) using Property 5, first we derive
BT using

B = ucatalog_lookup(VAT8, (AT)Y?||Y/%0),  (29)

then obtain o' based on Eq. (28). We can obtain at ina

similar manner. First, we derive ﬁj- using

B = ucatalog_lookup(VALs, (AH)Y2|]H%0),  (30)



1

then obtain a— using

at = B .
VAL
Next, we describe the meaning of the above properties.
Figure 11 shows a conceptual figure in which the horizontal
axis represents the z; axis and the vertical axis represents
the value of the functions. The query center g is located on
the origin. We can notice that the curve of the probabilistic
density function p,(x) is located between functions qu(w)
and pqL(ac). The shaded left region represents the integration
of p(;r; the integration range is a sphere with radius § and
its center is separated from g by a'. As described above,
the integration result is #. Similarly, the right shaded region
represents the integration of p;r(w) for a sphere with radius §
and the distance between the center and q is o' . Its volume
is also 6.

(3D

Roles of o' and ot

Fig. 11.

From this figure, we note that if the distance from point
q is greater than o', even using the upper estimate function
p;r(:c), the result of integration is less than #. Thus, an object
whose distance from gq is greater than o' is not a candidate.
On the other hand, if the distance from ¢ is less than a-*, even
using the lower estimate function p(JI- (x), we obtain a result
greater than 6. If the distance from the origin is between "
and o, we need to compute the probability of the object
using numerical integration.
¢) Query Processing Algorithm: In this case, the same
problem as with the rectilinear-region-based approach also
occurs: we may not be able to find the entry corresponding
to the values o' and o-. The solution is as follows. When
we derive a", we look up the U-catalog based on Eq. (29),
and then find the entry for the pair (VAT4, (AT)%/2|3|'/26).
If we cannot find the entry, we use the next best entry (3,
defined as follows:
Bl = min{a]| (6,0,0) €UAS>VATIA
6 < (AT)¥2[=|'/%0}, (32)
where U represents the U-catalog. Using 3., we can derive
a' from Eq. (28). We call the resulting value «,. Since
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a] > a' holds, the search based on o] may retrieve
additional objects compared to the case of o', and increase
the probability computation cost. Similarly, for o, we derive

B = max{a|(6,0,0) cUAS < VALIA
0> (A2 20, (33)
and then use Eq. (31) to obtain o instead of a. The usage
of a; means that we need to compute the probabilities for
some additional objects. On the basis of the above discussion,
we can derive the query processing algorithm Algorithm 2.

Algorithm 2 Bounding-Function-Based Approach

1: procedure PRQ-BF(q, X, 9, 6)

2: /* Preparation */

3 Derive AT, A, |2 from =

4:  Obtain 4] and 8+ by Egs. (32) and (33), then compute
o and o using Egs. (28) and (31)

5: /* Phase 1: Index-Based Search */

6: Using an R-tree, retrieve objects within a range [g; —
o], q; + a]] for each dimension i. The resulting set of
candidate objects is denoted by C.

7: /* Phase 2: Filtering */

8: C«—{o]oecC,dist(o,q) < al}

9: Q « {o| o€, dist(o,q) < at}

10: C—C-0Q
11: /* Phase 3: Probability Computation */
12: foreach o € C do

13: Let R be a sphere centered at o with radius ¢
14: if [cppq(x)dz > 6 then Q — QU {0}
15: end for

16: end procedure

The next example illustrates the above idea.

Example 2: Figure 12 shows an example of query process-
ing. With the first filtering condition, a,b,c become the target
objects, but we do not have to calculate the actual probability
of a since it is within the distance o-. In contrast, b and c
require numerical integration.

Fig. 12.

Query processing for BF



V. EXPERIMENTS I (2D DATA)
A. Experimental Setup

For the experiments, we used road line segment data of
Long Beach, California from the TIGER database [23]. We
extracted the midpoint for each line segment then made a
point set. The point set consisted of 50,747 points and was
normalized in a [0,1000] x [0,1000] space. We evaluated
the query strategies described in Section IV for PRQ(q, 9, 0)
using this dataset.

Section IV introduced three strategies 1) Rectilinear-
Region-Based (RR), 2) Oblique-Region-Based (OR), and 3)
Bounding-Function-Based (BF) ones. We also evaluated their
combinations. Since OR is only useful as a filtering method,
we considered the following six combinations: 1) RR, 2) BF,
3) RR+BF, 4) RR+OR, 5) BF+OR, and 6) ALL (RR+BF+OR).
For RR, RR+BF, RR+OR, and ALL, Algorithm 1 was used as
the underlying algorithm. For BF and BF+OR, Algorithm 2
was used. For example, in RR+OR, Algorithm 1 was used to
find candidate objects on the basis of the region in Fig. 4, then
a filtering was performed for the region shown in Fig. 5. In
ALL, all three strategies were combined. In the experiments,
we computed accurate $' and B values for BF using
Egs. (29) and (30), instead of approximate values.

To define a target query, we needed to specify some param-
eters. For the distance and probability threshold values, we
used § = 25 and # = 0.01 as the default ones. The covariance
matrix X was defined as follows:

s[5 4]
2v3 3 |’

where v specifies the uncertainty of the distribution. We used
~v = 10 as the default. When ~y is large, the spread (uncertainty)
of the distribution becomes large. The setting of parameters
means that the shape of the isosurface of p,(x) was an ellipse
titled at 30° and the major-to-minor axis ratio is 3:1.

We compared the elapsed times (wallclock time) for query
processing. We selected one target object randomly as the
query center then issued a probabilistic range query. The
averaged time of five query trials was used for the comparison.
In this experiment, we used the importance sampling method
[18], a kind of the Monte Carlo method. We generate random
numbers that obey a Gaussian distribution and derive the ratio
such that random numbers enter the specified region. The
ratio corresponds to the probability to be estimated. For our
problem, this method converges quickly compared to the stan-
dard Monte Carlo method, especially for medium-dimensional
cases. For generating random variables, we used RANDLIB
[19]. For each numerical integration, 100,000 random numbers
were generated and it took about 0.05 seconds for numerical
integration for one object. As the spatial index, we used an
implementation of the R*-tree index [12]. The page size of an
R*-tree node was set as 1KB.

The programs for the experiments were implemented using
C language. The experiments were conducted using a PC with
an Intel Pentium CPU (2.0 GHz), 1GB of memory, a 143GB
hard disk, and Fedora Core 5 OS.

(34)

B. Experimental Results

1) Experiments Using Default Parameters (v = 10,0 =
25,0 = 0.01): Table I shows the query processing time
for each combination of strategies with the default parameter
setting.? Table I shows the number of candidate objects that
require numerical integration. For this query, the number of
resulting objects (shown in the ANS column) is 546. As shown
in Table II, RR and BF required integration of 792 and 683
objects, respectively, but with the combination RR+BF, this
could be reduced to 636. Similarly, with other combinations,
the number of candidates was reduced and the combination of
the three strategies (ALL) was the best one.

TABLE 1
QUERY PROCESSING TIME (SECONDS) (6 = 25,60 = 0.01)

o1 RR BF RR+BF | RR+OR | BF+OR | ALL

1 18.6 15.9 15.7 17.7 15.1 14.8

10 41.2 35.9 33.5 35.6 29.8 29.4

100 155.3 136.7 123.5 119.3 97.3 93.7

TABLE II
NUMBER OF CANDIDATES (§ = 25,60 = 0.01)

¥ RR BF RR+BF | RR+OR | BF+OR | ALL ANS
1 357 302 297 335 285 281 295
10 792 683 636 682 569 558 546
100 2998 | 2599 2346 2270 1832 1788 1566

For each combination, at least 97% of the total processing
time was taken up with numerical integration. This means that
the number of candidates for numerical integration directly
influence the total cost. Actually, if we compare Tables I and
II, we can notice their correspondence.

Figure 13 shows the three regions, for which we needed
to perform numerical integration for RR, OR, and BF. If we
assume the target objects are uniformly distributed, their areas
correspond to the query processing costs. For the combination
of three strategies (ALL), we needed to consider only the
shaded region of Fig. 14.

Fig. 13. Three integration regions

2The table includes the cases for v = 1 and 100. They are explained later.
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Fig. 14.

2) Using Different v Values (v = 1 and v = 100): In this
experiment, we compared the trends for different v values.
Compared to the default value v = 10, v = 1 means that
the location of the query object is more accurate. In contrast,
~ = 100 represents a more vague location. The results are also
shown in Tables I and II. Although large ~y value increases the
query cost due to the large ambiguity, the overall trends are
similar, but note that the combination of the strategies is more
effective for v = 100.

Figures 15 and 16 show the integration regions for v = 1
and v = 100, respectively. We can easily see that combining
the strategies does not improve the query cost very much
for v = 1. In contrast, combining the strategies can achieve
efficient processing for v = 100.

Fig. 15. Integration regions (y = 1)

Fig. 16. Integration regions (v = 100)
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3) Changing Other Parameters: We conducted other exper-
iments by changing the parameters J, # and X. Due to space
limitations, we summarize the results here:

o The overall trend does not change if we modify d, the
distance threshold, but for a small § value, the combina-
tion generally becomes more effective. When § is large,
RR and BF have almost the same filtering regions, and
the difference between them is rather small.

« Change of 0, the probability threshold, does not influence
the trend directly, and the combination approach is better.
An interesting observation is that the processing cost does
not increase, for example, if we change the threshold
value from # = 0.1 to § = 0.01. This is due to the
exponential feature of the Gaussian distribution: their
filtering regions are almost same.

o The internal entries of the covariance matrix 3 deter-
mines the shape of the isosurface of the distribution.
When the matrix is close to being a unit matrix, the
difference between the three strategies becomes small
since the isosurface is close to being a sphere. In contrast,
if we choose a matrix such that its isosurface has a thin
ellipsoidal shape, the difference will increase. In this case,
their combination reduces the query cost.

VI. EXPERIMENTS II (9D DATA)
A. Experimental Setup

Next, we perform small experiments for observing the
behaviors of our method for medium-dimensional cases. The
purpose is not an exhaustive analysis, but to get intuitions for
our framework. We used Corel Image Features data set from
UCI KDD Archive [25]. Specifically, Color Moments data,
which consists of 68,040 nine-dimensional vectors, was used.
For this data, the Euclidean distance is assumed for similarity
retrieval.

We consider the following scenario that is based on the
“pseudo-feedback” technique. First, we select a random object
from the dataset and search its k-nearest neighbors (k-NN). In
the experiment, we used & = 20. Note that k-NN includes
the query object itself. We assume that the k-NN objects
are sample images given by the user, and then derive the
covariance matrix as

> =3+« (35)

where ¥ is the covariance matrix derived from & sample
vectors. The additional term I is a normalization factor —
it is used for avoiding overfitting due to a small number
of sample objects. The constant « is set as & = |2|/9 to
satisfy || = |«I|; it means that we blend the sample-based
and the Euclidean distance-based approaches with the same
importance. As the center of the feedback query g, we use
the vector of the object selected initially.

The distance parameter of a range query is set as § = 0.7.
If we use this ¢ value for a standard range query with non-
imprecise query location, 15.3 objects are retrieved on average.
The probability threshold is set as § = 40%. Using Eq. (7),
the appropriate rg was derived as rp = 2.32.




B. Experimental Results

Based on the above procedure, we performed ten random
trials. As described in the previous experiments, the cost of
Phase 1 (Index-based Search) is negligible so that we focus
on Phase 2 (Filtering) and Phase 3 (Probability Computation).
Table III shows the averaged number of candidate objects for
each method. Compared to RR, BF has a better result. Similar
to the previous experiments, combination of three methods
gives the best filtering power.

TABLE III
NUMBER OF CANDIDATES (§ = 0.7,6 = 0.4)

RR BF
3713 | 3216

RR+BF
2468

RR+OR
1905

BF+OR
1998

ALL || ANS
1699 3.9

In this situation, OR-based filtering is more effective com-
pared to the 2D case. In this experiment, the number of
candidate objects which enter within the filtering region of
OR method was 2,620 on average: the value is rather smaller
than those of RR and BF. The reason is as follows. The equi-
probability isosurfaces of the 9D Gaussian distributions in this
experiment have rather narrow shapes. Thus, rectilinear-based
bounding (RR) and sphere-based bounding (BF) select many
objects as candidates. In contrast, the slanted shape of OR
gives more tight regions.

An important problem we can find in Table III is the number
of candidate objects is too large compared to the final answer.
It may not be surprising that the number of answer objects is
small since the probability threshold § = 40% is a rather strict
setting. However, it means that we need to perform numerical
integration for 1,700 objects on average to derive a tiny answer
set. This phenomenon is caused by the increase of dimensions.

To understand the effect of the dimensionality, we show
Fig. 17. The figure plots the results of numerical integration
of the normalized Gaussian distribution p,.., for several
different dimensionalities. The z-axis represents the radius of
the integration range and the y-axis is the integration result
(probability). For example, if a query object obeys 2D pnorm
distribution, the probability that the object is located within
distance one from the origin (the center of the distribution)
is 39%. Looking at the figure, we can observe that the radius
increases along with the increase of dimensionality for the
same probability level. For instance, for the 9D case, the
probability that a query object is located within distance two
from the query center is only 9%. The reason of this behavior
is due to the phenomenon called “curse of dimensionality” [3].
Its effect is critical even for a medium-dimensional case.

The property explains why the number of answers is so
small in Table III. For the 9D case, the location of a query
object becomes more “imprecise” and it may not be nearby
the center of the distribution. Thus, even if a candidate object
is close to the distribution center, the result of numerical
integration may not be large. Actually, the computed quali-
fication probability of the query object, which is located at
the distribution center g, was only 70.0% on average for this
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Fig. 17. Probabilities of existence
experiment.

In other words, when the dimensionality increases, we need
to search a larger area if we want to perform queries with the
same level of a probability threshold. For example, consider
that we are given a query “retrieve objects for the specified
distance range with the probability threshold § = 1%”.
Remember that RR and OR need to derive 1 — 20 = 98%
f-region based on Eq. (4). In contrast to the corresponding
value r9 = 2.79 for the 2D case, we need to use r9 = 4.44
for the 9D case. It will increase the volume of the search
region.

In addition, the increase of dimensionality gives a negative
effect to the BF method. In BF, we need to derive ('
based on Eq. (29). In medium-dimensional cases, the value
(AT)/2|33|*/2, required for the derivation, tends to be a tiny
value. Since the relationship

1/2
AT d/2 AT)
A2z = |(2_1)|1/2 = (H(d )A_> (36)

i=1

holds, if the shape of a Gaussian distribution is narrow (it
means the ratio AX/\T is large), the value (AT)%2|3|1/29
may become too small. That means the estimation of 3T
requires more accurate computation, which needs a large num-
ber of random samples. Moreover, for an ill-shaped Gaussian
distribution, the value

1/2
()\l)d/2‘2‘1/2 - ﬂ
Hfii:l Ai 7

required to compute 31, may become larger than one. That
means we cannot find an internal “hole” shown in Fig. 9. Note
that BF is still effective for a sphere-like distribution, in which
AT ~ AL holds. Particularly, if AT = A is satisfied — that
means that the distribution is completely spherical — BF is
the best method since it can directly select answer objects and
does not require numerical integration.

(37
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VII. CONCLUSIONS AND FUTURE WORK

In this paper, we described a probabilistic range query
processing technique for a query object with imprecise lo-
cation information obeying a Gaussian distribution. The query
process consisted of three phases: index-based searching,
filtering, and probability computation. Since the last phase
dominates the processing cost due to time-consuming numer-
ical integration, the filtering phase for pruning the candidate
objects plays an important role. We proposed three filtering
strategies, Rectilinear-Region-Based (RR), Oblique-Region-
Based (OR), and Bounding-Function-Based (BF), and combi-
nations of these approaches that effectively use the underlying
properties of the Gaussian distribution. Their effectiveness was
evaluated by performing experiments.

In our context, reduction of candidate objects for numerical
integration is the most critical factor because the integration
process dominates the overall query processing time. For low-
dimensional cases, combination of three strategies (ALL) pro-
vides the best performance in general since it can filter many
objects. If the location of a query object is not so imprecise,
RR (or BF) and ALL will provide no remarkable difference.
For medium-dimensional cases, the problem itself becomes
difficult due to “curse of dimensionality”; since search area
increases, we need to perform numerical integration for many
candidates for selecting the result objects. For the efficient
processing of medium- or high-dimensional cases, we need
further development by considering the nature of Gaussian
distributions.

Planned future work is as follows. First, we are planning
to expand use of our technique to other types of queries such
as probabilistic nearest neighbor queries. Second, we would
like to extend the framework to environments where the target
objects also have uncertain locations. Further future work will
include the effective use of the proposed technique in real-
world situations such as moving robotics applications and GPS
sensor environments.
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APPENDIX

Proof of Property 5: Suppose g = 0. It does not lose
generality. Expanding Eq. (26), we get

[ e |y lel =0 68
zerr @m) B[ OP [T L TR

We consider a sample sphere (v1 —a')? + 23 + -+ 2% =
52 that satisfies the target problem. We perform the variable
transformation z; = u;/ VAT (G = 1,...,d). Then RT is
transformed into (u1 — VATa )2 +ud + - u? = AT62 Let
the spherical region be S'. The distance between the center
of ST and the originis 37 = vV/ATa " and the radius of S is
VATS. Using variable transformation, the formula above can
be converted into

1 1 -
[ e |yl wlau=o. @9

J(u)| = (A7)~

where |J(u)| is a Jacobian. In this case,
holds. Thus, we get

1 1 2 T\d/2 1
. — —= du = (\1)¥2|2|Y/20. (40
/U,GS'r (2m)d/2 eXp|: QHUH :| w= ()T 0
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